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#### Abstract

This paper presents a simulation study of the balancing problem for a monopod robot in which the lower body (the leg) has been modified to include a passively springloaded prismatic joint. Such a mechanism can move by hopping but can also stand and balance on a single point. We aim to investigate the extent to which a balance controller can deal with the large values and rapid changes in the springdamper forces, while controlling the absolute positions and orientations of its parts and balancing on one leg. It can be shown that a good performance is achieved if the spring-loaded joint is instrumented and calibrated so that its position and velocity, as well as the stiffness and damping coefficients, are considered when calculating the controller state variables. We also demonstrate the effectiveness of the balance controller by adding a high-order sliding mode (HOSM) observer based on the finite-time algorithm for robust parameter estimation of the stiffness and damping coefficients. The stability analysis and convergence proofs are presented based on the Lyapunov stability theory. Numerical simulations are included to illustrate the performance and feasibility of the proposed methodology.


## I. Introduction

In the last decades, the spring-loaded inverted pendulum (SLIP) mechanism has been widely applied in the biomechanical analysis of lower limb prostheses since it may reproduce the kinematic pattern of the human swing leg motion [1]. In this context, this paper is part of a series on the design, build and demonstration of an experimental highperformance 3D hopping and balancing robot, called Skippy [2], which uses springs to help it achieve higher maximum speed at launch; shock reduction on landing; and recycling mechanical energy from one hop to another.

The original balance theory has already been tested on different legged robots to balance [3], hop [4], and even walk along a line (ninja walk) [5] by controlling separately the walking and balancing actions. This balance theory, however, cannot be directly applied to a scenario where more complex mechanisms with passive joints are required to balance and track a given trajectory because the null-space projection matrix depends on all joint variables together, not only the driven ones [6].

In this paper we investigate to what extent a planar double inverted pendulum (DIP) system, in which the lower body is split into a pair of bodies (leg and foot) connected by a passively spring-loaded prismatic joint (see Fig. 2) [7], is able

[^0]to successfully land and balance after suffering a $50 \%$ loss of spring stiffness caused by mechanical damage to the spring when the foot hits the ground. Moreover, the robustness and stability of the balance controller described in [6] are evaluated by performing a fast sequence of motions where the legged robot is capable of tracking a trajectory while balancing around a support point.

The decision to study only a planar system, rather than a fully 3D one, can be justified by observing that hopping is a nearly planar activity, so it makes sense to design the robot so that the hopping movement, which also includes the spring harmonic motion, is planar. This work aims to achieve three main goals by developing a novel and improved balance controller: (i) to demonstrate the ability of a spring-loaded DIP system to perform high-speed motions without losing its balance; (ii) to indirectly control the angular position between the foot and the ground by using null-space motions, relaxing the usual assumption of controlling the robot's movements based only on the motor-actuated joints; (iii) to guarantee the stability and full operation of the SLIP mechanism even when its spring loses part of its elastic capacity due to degradation, failures, or partial ruptures.
Legged robots can be able to move faster or get over obstacles by controlling their balance and jumping skills. Such a control strategy should produce fast motions while keeping, recovering or purposely losing the robot's balance. The well-known one-point balancing solutions [8], [9], [10] are not fast enough for producing such motions, while [11], [12] show better performance by adding special features such as reaction wheels. The first hopping machine [13] had an actuated prismatic leg with a springy behavior due to the pneumatic actuator. However, such a device could only hop, and balancing was out of the scope. A recent robot, named Salto [14], resembles a miniature, electrically actuated Raibert-style hopping machine, having an explicit series elastic element to provide the springiness in the leg. Salto has shown its ability to balance as well as hop [4] using the balance controller in [6]. However, Salto's upper link is a reaction wheel, which means that balancing has a negligible effect on the spring, and vice-versa. The balance controller presented in [15] can drive a monopod robot through fast motions without compensating the system dynamics with a reasonable error when tracking a reference trajectory. This performance can be improved by considering the system dynamics when obtaining the actuated torque [6]. However, the presence of parametric uncertainties degrades the system's efficiency and may cause instability. Thus, an observer is useful to estimate any given system uncertainty.

The parameter identification theory deals with the problem of efficiently extracting data about the system dynamics from its measurements. Most of these strategies involve mainly least-squares (LS) methods, Bayes methods, Kalman filter extensions, among others. Finite-time algorithms have also demonstrated their effectiveness by identifying mechanical parameters in combination with a recursive LS algorithm where the design of the non-linear injection terms is based on the generalized super-twisting algorithm (STA) [16], leading to finite-time convergence [17], [18]. In [19] the authors use STA and a non-recursive LS algorithm to identify constant parameters in nonlinear systems [20]. In general, the finite-time convergence is based on the adaptive control theory, requiring to solve matrix-valued ordinary differential equations and check the invertibility property of a matrix online [21]. This scheme allows the reconstruction of the unknown parameters in finite-time (FT) provided that a given persistence of excitation (PE) condition holds [21]. A wellknown approach used to ensure the PE condition in adaptive controllers is to add a bounded perturbation signal to the setpoint or trajectory, or even use it as the reference input, which in contrast may degrade the specified regulation or tracking performance [19]. Here, the PE condition can be guaranteed by performing balance and trajectory tracking tasks.

There is an important distinction between the study presented here and those presented in [6], [22] on the topic of balancing in the presence of other motions. In the earlier works, it was assumed that the other motions were produced by a motion controller that was executing a prescribed motion command that was independent of the actions of the balance controller, and that was known in advance. Then, the robot could lean in anticipation of balance disturbances that would be caused by executing the motion command. This implies that the other motions are actuated, controlled and known in advance. In contrast, we consider here a passive springy joint, which is neither actuated nor controlled, and which moves in response to the actions of the balance controller.

In this work, we employ a modified version of the existing balance controller [6] to achieve high performance in balancing and absolute angular position tracking tasks [23] for a spring-loaded monopod, rather than a rigid-leg one (Fig. 1). A high-order sliding mode (HOSM) observer algorithm is used to estimate the external force generated by a viscoelastic element (spring plus dashpot), located between the robot leg and foot, identifying its elastic and viscous coefficients. The stability analysis of the overall closed-loop system is demonstrated by using the Lyapunov stability theory. Numerical simulations are included to illustrate the performance and feasibility of the proposed control methodology.

## II. Problem Formulation

Here, we address the balancing and hopping motion control problem for a spring-loaded inverted pendulum (SLIP) based robot leg, in the presence of uncertainties and external disturbances. We consider a real-world scenario where a given monopod robot suffers a failure in its embedded


Fig. 1. Block diagram of the proposed balance control strategy.
array of spring-damper pairs during the landing phase. Some factors that cause viscoelastic elements to fail are: fatigue, inadequate materials, poor manufacturing processes, improper service and environmental effects. Then, using a high-order sliding mode observer, the robot can achieve a successful landing and balancing, while performing an efficient tracking control for its absolute angular position, even in the presence of such failure modes.

## A. Single-leg robot models

At the tracking phase, we consider two single-leg robot models: one with a springy leg and the other with a rigid leg. The springy-leg robot is shown in Fig. 2, where the joint variables are $q_{1}, q_{2}$ and $q_{3}$ for joints 1,2 and 3 respectively. The coordinates of the robot's centre of mass (CoM) relative to the support point at the ground are given by $c=\left(c_{x}, c_{y}\right)$. Notice that a stationary balance condition is given by $c_{x}=0$ and $\dot{q}_{i}=0$ for $i=1,2,3$. Here, since Joint 2 is a springdamper prismatic joint, let us define the absolute orientation of the torso as $q_{\mathrm{a}}:=q_{1}+q_{3}$. Then, when all joints are zero, the leg is vertical, the leg's length is $l_{1}+l_{2}$, and the torso is horizontal out to the right. The rigid-leg robot is obtained from the springy-leg robot by locking Joint 2 in the position it takes when the robot is balanced, the torso is horizontal (so $q_{\mathrm{a}}=0$ ), and the spring is holding the weight of the upper leg and torso, which works out as $q_{2}=-0.0282 \mathrm{~m}$.


Fig. 2. Legged robot model: joint variables, lengths and masses.
The springy-leg robot is a planar, three-link mechanism in which Links 1, 2 and 3 are the lower leg (or foot), upper leg and torso, respectively. Joint 1 is a passive revolute joint that models the contact between the foot and ground; Joint 2 is a spring-loaded passive prismatic joint; and Joint 3 is the
actuated joint. The links' mass and length parameters are given as follows: $m_{1}=0.2 \mathrm{~kg}, m_{2}=0.5 \mathrm{~kg}, m_{3}=2.0 \mathrm{~kg}, l_{1}=$ $0.2 \mathrm{~m}, l_{2}=0.3 \mathrm{~m}$, and $l_{3}=0.5 \mathrm{~m}$. These values were chosen to resemble the parameters of Skippy and Tippy [2], [3]. Each link $i$ is modelled as a uniform thin rod, which means that the CoM is half way along the rod, and the rotational inertia about the CoM is $I_{i}=m_{i} l_{i}^{2} / 12$ for $i=1,2,3$. Positive motion of a revolute Joint $i$ rotates link $i$ counter-clockwise relative to link $i-1$; and positive motion of Joint 2 extends the leg, so that the actual length of the leg is $l_{1}+l_{2}+q_{2}$. In Fig. 2, joint variable $q_{1}$ is positive and $q_{3}$ is negative.

## B. Simulation setup

Joint 2 is passively actuated by an array of two parallel and identical springs with stiffness and damping coefficients of $1000 \mathrm{Nm}^{-1}$ and $8 \mathrm{Ns} \mathrm{m}^{-1}$, which results in an underdamped system. The total stiffness is appropriate for a legged robot to make small hops of around 1 m and is soft enough that Joint 2 moves significantly during landings and fast balancing movements. In other words, the stiffness is low enough to interfere significantly with the actions of the balance controller. The simulator uses an accurate model of compliant frictional contact between the foot and the ground that allows the foot both to slip and to lose contact with the ground. It resembles the contact model described in [15]. Contact forces acting on the foot along normal and tangential directions are given by:

$$
\begin{align*}
& F_{y}=\max \left(0, K_{n} z^{3 / 2}+D_{n} z^{1 / 2} \dot{z}\right)  \tag{1}\\
& F_{x}=\operatorname{clip}\left(K_{t} z^{1 / 2} u+D_{t} z^{1 / 2} \dot{u},-\mu F_{y}, \mu F_{y}\right) \tag{2}
\end{align*}
$$

where $z \in \mathbb{R}$ and $u \in \mathbb{R}$ are the ground compression and shear deformation, and $\mu>0$ is the coefficient of friction. Moreover, $K_{n}$ and $K_{t}$ are the normal and tangential stiffness coefficients, $D_{n}$ and $D_{t}$ are the normal and tangential damping coefficients, all assumed to be positive. The function $\operatorname{clip}(u, \alpha, \beta)=\max (\min (u, \beta), \alpha)$ returns the value of $u$ clipped to the specified range $[\alpha, \beta]$. The values of the parameters used in the simulations are: $K_{t}=12.7 \times 10^{6}$ $D_{t}=3.1 \times 10^{5}, \mu=1, K_{n}=8.5 \times 10^{6}$ and $D_{n}=3.1 \times 10^{5}$, which are consistent with a hard floor and a high-friction hard rubber foot.

## III. Balance Theory

In this section, the analysis presented in [6] is modified for the planar robot mechanism shown in Fig. 2. The upper joint (Joint 3) is commanded by the controller, the middle joint (Joint 2) is actuated by a spring-damper element, and the lower joint (Joint 1) represents the contact between the bottom of the lower link (the foot) and the ground, being therefore non-actuated. By representing the contact with a revolute joint, in the control design (but not in the simulation) we assume that the foot neither slips nor loses contact with the ground and that the movement of the contact point as the foot rotates can be neglected. The equation of dynamic
motion for this mechanism is given by [6]:

$$
\left[\begin{array}{lll}
H_{11} & H_{12} & H_{13}  \tag{3}\\
H_{12} & H_{22} & H_{23} \\
H_{13} & H_{23} & H_{33}
\end{array}\right]\left[\begin{array}{l}
\ddot{q}_{1} \\
\ddot{q}_{2} \\
\ddot{q}_{3}
\end{array}\right]+\left[\begin{array}{l}
C_{1} \\
C_{2} \\
C_{3}
\end{array}\right]=\left[\begin{array}{c}
0 \\
F_{s} \\
\tau_{3}
\end{array}\right],
$$

where $H_{i j}$ are the elements of the joint-space inertia matrix, $\ddot{q}_{1}, \ddot{q}_{2}$ and $\ddot{q}_{3}$ are the joint acceleration variables, $C_{1}, C_{2}$ and $C_{3}$ elements contain gravity, Coriolis and centrifugal forces. Here, $\tau_{3}$ is the torque command at the actuated joint (Joint 3) and $F_{s}=-K_{s} q_{2}-D_{s} \dot{q}_{2}$ is the force produced by the spring-damper system, with $K_{s}$ and $D_{s}$ being the stiffness and damping coefficients.

Since Joint 1 is non-actuated, it follows that gravity is the only force capable of exerting a moment about the support point and, hence, changing the angular momentum of the robot about this point. Let $L$ be the total angular momentum of the leg robot about the support point, then we have

$$
\begin{equation*}
\dot{L}=-m g c_{x} \tag{4}
\end{equation*}
$$

where $m$ is the total mass of the leg robot, $g$ is the magnitude of gravitational acceleration (a positive number), and $c_{x}$ is the horizontal coordinate of the CoM with respect to a point at the bottom of the foot, that is assumed to be the point that makes contact with the ground. Then, from (4) yields:

$$
\begin{equation*}
\ddot{L}=-m g \dot{c}_{x}, \quad \dddot{L}=-m g \ddot{c}_{x} \tag{5}
\end{equation*}
$$

and following a special property of joint-space momentum, as proven in Appendix B of [6], we can obtain

$$
\begin{equation*}
L=H_{11} \dot{q}_{1}+H_{12} \dot{q}_{2}+H_{13} \dot{q}_{3} . \tag{6}
\end{equation*}
$$

Notice that $L$ and $\ddot{L}$ are linear functions of the joint velocities and $x$-axis CoM velocity respectively, while $\dot{L}$ is a constant multiple of $x$-axis CoM position. This implies that the condition $L=\ddot{L}=\dot{q}_{2}=0$ is equivalent to $\dot{q}_{i}=0$ for $i=1,2,3$ assuming linear independence. Then, the balance conditions for the springy-leg robot are simply given by $L=\dot{L}=\ddot{L}=0$ [6], assuming that the passivity of Joint 2 ensures $\dot{q}_{2} \rightarrow 0$. Note that any balance controller that successfully brings $L$ to zero will ensure the robot's balance, but will not necessarily lead $q_{3}$ to the desired angle.

The next step is to add a fictitious joint between Joint 1 and the ground, which is a prismatic joint acting in the $x$ axis direction. We will call it Joint 0 so as not to disturb the numbering of the other three joints. Such a joint never moves, so it does not affect the robot's dynamics. However, the dimension of the robot motion equation increases, which now reads:

$$
\left[\begin{array}{cccc}
H_{00} & H_{01} & H_{02} & H_{03}  \tag{7}\\
H_{01} & H_{11} & H_{12} & H_{13} \\
H_{02} & H_{12} & H_{22} & H_{23} \\
H_{03} & H_{13} & H_{23} & H_{33}
\end{array}\right]\left[\begin{array}{c}
0 \\
\ddot{q}_{1} \\
\ddot{q}_{2} \\
\ddot{q}_{3}
\end{array}\right]+\left[\begin{array}{c}
C_{0} \\
C_{1} \\
C_{2} \\
C_{3}
\end{array}\right]=\left[\begin{array}{c}
\tau_{0} \\
0 \\
F_{s} \\
\tau_{3}
\end{array}\right]
$$

where $\tau_{0}$ is an external torque which assumes any value necessary to ensure that $\ddot{q}_{0}$ is equal to zero. The reason for adding Joint 0 into the dynamic model of the springy-leg robot (3) is that such a key idea provides us with an extra motion equation linking the joint space dynamics with the
motions of the CoM. In this way, we transform an underactuated system into a virtually fully-actuated system. Then, let $p_{0}$ be the linear momentum of the robot along the $x$-axis direction given by

$$
\begin{equation*}
p_{0}=m \dot{c}_{x}=H_{01} \dot{q}_{1}+H_{02} \dot{q}_{2}+H_{03} \dot{q}_{3}=-\ddot{L} / g \tag{8}
\end{equation*}
$$

and $\tau_{0}$ be the external torque, due to the ground reaction force acting on the robot, given by

$$
\begin{equation*}
\tau_{0}=m \ddot{c}_{x}=-\dddot{L} / g \tag{9}
\end{equation*}
$$

Then, combining (6) and (8), and neglecting the contribution of the Joint 2 for the linear and angular momentum (i.e., $\dot{q}_{2} \approx 0$ ) results in:

$$
\left[\begin{array}{l}
L  \tag{10}\\
\ddot{L}
\end{array}\right]=\left[\begin{array}{cc}
H_{11} & H_{13} \\
-g H_{01} & -g H_{03}
\end{array}\right]\left[\begin{array}{l}
\dot{q}_{1} \\
\dot{q}_{3}
\end{array}\right]
$$

Then, to control the absolute angular position $q_{\mathrm{a}}=q_{1}+q_{3}$ we use the following mapping

$$
\left[\begin{array}{l}
\dot{q}_{1}  \tag{11}\\
\dot{q}_{3}
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
-1 & 1
\end{array}\right]\left[\begin{array}{l}
\dot{q}_{1} \\
\dot{q}_{\mathrm{a}}
\end{array}\right]
$$

and the linear relationship (10) can be solved as:

$$
\left[\begin{array}{c}
\dot{q}_{1}  \tag{12}\\
\dot{q}_{\mathrm{a}}
\end{array}\right]=\frac{1}{g D}\left[\begin{array}{cc}
-g H_{03} & -H_{13} \\
g\left(H_{01}-H_{03}\right) & H_{11}-H_{13}
\end{array}\right]\left[\begin{array}{l}
L \\
\ddot{L}
\end{array}\right]
$$

where $D=H_{13} H_{01}-H_{11} H_{03}$. This equation requires $D \neq 0$, which holds in any configuration in which the robot is physically capable of balancing itself [6]. So, $\dot{q}_{\mathrm{a}}$ can be expressed as:

$$
\begin{equation*}
\dot{q}_{\mathrm{a}}=Y_{1} L+Y_{2} \ddot{L} \tag{13}
\end{equation*}
$$

where $Y_{1}=\left(H_{01}-H_{03}\right) / D$ and $Y_{2}=\left(H_{11}-H_{13}\right) / g D$. It is worth noticing that $Y_{1}$ and $Y_{2}$ vary with joint configuration and can be expressed as simple functions of two physical properties of the robot: (i) the time constant of toppling $T_{\mathrm{c}}$, which measures how quickly the robot falls if the balance controller fails or simply does not act; (ii) the velocity gain $G_{v}$, which measures the effect on the CoM velocity for a unitary change in the velocity of the actuated joint [6]. The time constant $T_{\mathrm{c}}$ is an explicit parameter of the acausal filter to be presented in what follows.

## IV. Robot Balance Controller

The goal of the balance controller is to calculate a suitable value for $\dddot{L}$ to ensure that $q_{\mathrm{a}}$ follows a given desired signal $q_{c}$, while maintaining the robot's balance (Fig.3). A state feedback-based controller is given by [6]:

$$
\begin{equation*}
\dddot{L}:=k_{d d} \ddot{L}+k_{d} \dot{L}+k_{L} L+k_{q}\left(q_{\mathrm{a}}-u\right) \tag{14}
\end{equation*}
$$

where $u$ is the input signal, typically a position command, to be designed (see below). The feedback gains are obtained via pole placement technique as:

$$
\begin{array}{rll}
k_{d d} & =-a_{3}, & k_{d}=-a_{2}+a_{0}\left(Y_{2} / Y_{1}\right) \\
k_{L} & =-a_{1}, & k_{q}=-a_{0} / Y_{1} \tag{16}
\end{array}
$$

with

$$
\begin{align*}
& a_{0}=\lambda_{1} \lambda_{2} \lambda_{3} \lambda_{4}  \tag{17}\\
& a_{1}=-\lambda_{1} \lambda_{2}\left(\lambda_{3}+\lambda_{4}\right)-\lambda_{3} \lambda_{4}\left(\lambda_{1}+\lambda_{2}\right)  \tag{18}\\
& a_{2}=\lambda_{1}\left(\lambda_{2}+\lambda_{3}+\lambda_{4}\right)+\lambda_{4}\left(\lambda_{2}+\lambda_{3}\right)+\lambda_{2} \lambda_{3}  \tag{19}\\
& a_{3}=-\lambda_{1}-\lambda_{2}-\lambda_{3}-\lambda_{4} \tag{20}
\end{align*}
$$

where $\lambda_{1}, \lambda_{2}, \lambda_{3}$ and $\lambda_{4}$ are the desired values of the roots of the corresponding closed-loop characteristic polynomial $\Delta(\lambda)=\lambda^{4}+a_{3} \lambda^{3}+a_{2} \lambda^{2}+a_{1} \lambda+a_{0}$. It can be shown that if $Y_{1}=0$ then $\lambda=0$ is always a root of $\Delta(\lambda)$ regardless of the choice of gains and, thus, $Y_{1} \neq 0$ is a stability condition [6]. Here, $\lambda_{1}$ is chosen to be the closed-loop bandwidth of the controller, while $\lambda_{2}$ and $\lambda_{3}$ are destined to be cancelled by two introduced zeros, mentioned below, and $\lambda_{4}$ is chosen to be $-1 / T_{\mathrm{c}}$ in order to cancel a natural zero in the transfer function. The input signal $u$ for the control law (14) is computed from the desired signal $q_{\mathrm{c}}$ and its time-derivatives, $\dot{q}_{\mathrm{c}}$ and $\ddot{q}_{\mathrm{c}}$, according to:

$$
\begin{equation*}
u=\operatorname{AF}\left\{q_{\mathrm{c}}-\left(\lambda_{2}+\lambda_{3}\right) \dot{q}_{\mathrm{c}}+\left(\lambda_{2} \lambda_{3}\right) \ddot{q}_{\mathrm{c}}\right\} \tag{21}
\end{equation*}
$$

Notice that the formula (21) is designed to provide two key features: (i) to introduce two zeros into the closed-loop transfer function $G_{f}(s)$ at the vicinity of $\lambda_{2}$ and $\lambda_{3}$, which may cancel or attenuate the effect of the corresponding poles; (ii) to apply an acausal filter, denoted by $\operatorname{AF}\{\cdot\}$, to the desired signal which makes the robot lean in anticipation of the balance disturbances that will be caused by future commanded motions [6]. In particular, AF creates a first-order low-pass filter with time constant $T_{\mathrm{c}}$, that runs backwards in time from a point far enough in the future back to the present. To implement this acausal filter, the controller needs to know the expected short-term future value of $q_{\mathrm{c}}$. In general, such an information can be provided by the robot's highlevel controller, which usually interacts with task planning algorithms and, therefore, knows what movements the robot intends to perform next [6]. It is worth mentioning that $\dddot{L}$ is the control signal computed by (14), but the output of the control system has to be either a torque command $\tau_{3}$ or an acceleration command $\ddot{q}_{3}$ for Joint 3. Then, substituting (9) into (7), and assuming that $K_{s}$ and $D_{s}$ are both uncertain, we can rearrange the unknowns into a single vector yielding:

$$
\left[\begin{array}{cccc}
0 & H_{01} & H_{02} & H_{03}  \tag{22}\\
0 & H_{11} & H_{12} & H_{13} \\
0 & H_{21} & H_{22} & H_{23} \\
-1 & H_{31} & H_{32} & H_{33}
\end{array}\right]\left[\begin{array}{c}
\tau_{3} \\
\ddot{q}_{1} \\
\ddot{q}_{2} \\
\ddot{q}_{3}
\end{array}\right]=\left[\begin{array}{c}
-\dddot{L} / g-C_{0} \\
-C_{1} \\
\hat{F}_{s}-C_{2} \\
-C_{3}
\end{array}\right]
$$

where $\hat{F}_{s}$ is the estimated spring-damper force; and the equation can be solved for both $\tau_{3}$ and $\ddot{q}_{3}$. Now, let us apply the acausal filter $\operatorname{AF}\{\cdot\}$ to the desired signal $q_{\mathrm{c}}$ such that $q_{\mathrm{f}}=\operatorname{AF}\left\{q_{\mathrm{c}}\right\}$ and so on, such that:

$$
\begin{equation*}
q_{\mathrm{f}}(s)=\frac{1}{1-T_{c} s} q_{\mathrm{c}}(s) \tag{23}
\end{equation*}
$$

For a given control law (14), with gains (15) and (16) under (17)-(20), and the input signal (21), it can be shown that the


Fig. 3. Block diagram for the balancing control problem of the springy-leg robot, with $k_{\ell}=\operatorname{diag}\left(k_{d d}, k_{d}, k_{L}\right)$. The green lines indicate the balance controller, and the purple lines denote the plant.
complete transfer function from $q_{\mathrm{c}}$ to $q_{\mathrm{a}}$ would be:

$$
\begin{equation*}
q_{\mathrm{a}}(s)=\frac{a_{0}\left(1+T_{c} s\right)\left(1+\alpha_{1} s+\alpha_{2} s^{2}\right)}{s^{4}+a_{3} s^{3}+a_{2} s^{2}+a_{1} s+a_{0}} q_{\mathrm{c}}(s) \tag{24}
\end{equation*}
$$

where $\alpha_{1}=-\left(\lambda_{2}+\lambda_{3}\right)$ and $\alpha_{2}=\lambda_{2} \lambda_{3}$. Then, by setting one of the poles to be $-1 / T_{c}$, the mechanism-dependent zero can be removed, and the transfer function simplifies to three poles and up to two zeros, all of them freely tunable by the control system designer.

In the next section, we propose the use of a state estimator (or observer) to provide an accurate estimate of the internal force $F_{s}$, according to (22), by identifying the stiffness and damping coefficients, $K_{s}$ and $D_{s}$, of the viscoelastic element located at the Joint 2, while the springy-leg robot is balancing and tracking a given position desired signal.

## V. Parameter Identification via High-Order Sliding Mode (HOSM) Observer

The lack of knowledge, or even the existence of uncertainties in the system's parameters, is a common obstacle in the design of a model-based controller capable of successfully executing a given task. Now, consider the practical case in which one of the pairs of the spring-damper system fails due to the rupture of the spring in the landing phase and the internal force $F_{s}$ drops down (e.g., $50 \%$ ), affecting the robot's ability to balance and hop. Then, we propose a highorder sliding mode (HOSM) observer to ensure a successful landing, balancing, and steering for the springy-leg robot while it estimates the stiffness and damping coefficients of the viscoelastic element. It is worth noticing that the controller introduced in [24] can be applied to the proposed control problem given by (22) for similar balancing and trajectory tracking tasks. However, less accuracy is expected since the torque is directly computed from the control law without compensating the robot dynamics.

Here, let us introduce the following notation: (i) $H$ and $C$ denote respectively the inertia matrix and the gravity, Coriolis and centrifugal, and friction forces for the springyleg robot, similar to (3); (ii) $q_{x}$ and $q_{y}$ are extra prismatic joints used to describe the position of the robot's foot with respect to the world frame; (iii) positions, velocities and accelerations of the robot are described by the vectors $q$, $\dot{q}$ and $\ddot{q}$ respectively, where $q=\left[\begin{array}{llll}q_{x} & q_{y} & q_{1} & q_{2}\end{array} q_{3}\right]^{\top}$ and so on; (iv) the vector $y=\left[\begin{array}{llll}q_{x} & q_{y} & q_{1} & q_{2}\end{array} q_{\mathrm{a}}\right]^{\top}$ satisfies $\dot{q}=T \dot{y}$ and $\ddot{q}=T \ddot{y}$, similar to (11); (v) $\tau=\left[\begin{array}{llll}0 & 0 & 0 & 0 \\ \tau_{3}\end{array}\right]^{\top}$ denotes the torque produced by the balance controller; (vi) $F=$ $\left[\begin{array}{lllll}0 & 0 & 0 & F_{s} & 0\end{array}\right]$ denotes the internal force generated by the
spring-damper element; (vii) for a given matrix $Q \in \mathbb{R}^{m \times n}$, the pseudo-inverse and transpose matrices of $Q$ are denoted by $Q^{\dagger}$ and $Q^{\top}$ respectively, the induced norm is given by $\|Q\|=\sqrt{\lambda_{\max }\left(Q^{\top} Q\right)}$, where $\lambda_{\max }$ is the maximum eigenvalue; (viii) $\lceil\cdot\rfloor^{\gamma}=|\cdot|^{\gamma} \operatorname{sgn}(\cdot)$ for $\gamma>0$, where $\operatorname{sgn}(\cdot)$ is the sign function.

Then, similarly to (7) and using the aforementioned notation, the motion dynamics for the springy-leg robot can be rewritten simply as [6]:

$$
\begin{equation*}
\ddot{y}=(H T)^{-1}[\tau+F-C] \tag{25}
\end{equation*}
$$

or, in a more detailed manner, as:

$$
\ddot{y}=(H T)^{-1}[\tau-C]+(H T)^{-1}\left[\begin{array}{cc}
0 & 0  \tag{26}\\
0 & 0 \\
0 & 0 \\
-q_{2} & -\dot{q}_{2} \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
K_{s} \\
D_{s}
\end{array}\right]
$$

which may be written more compactly as

$$
\begin{equation*}
\ddot{y}=f\left(q, \dot{q}, \tau_{3}\right)+\Gamma(q, \dot{q}) \theta \tag{27}
\end{equation*}
$$

where $f(\cdot, \cdot, \cdot)$ is a nonlinear matrix function, $\Gamma(\cdot, \cdot)$ is the regressor matrix and $\theta=\left[\begin{array}{ll}K_{s} & D_{s}\end{array}\right]^{\top}$ denotes the vector of uncertain parameters to be identified. Here, without loss of generality, we assume that $\Gamma(\cdot, \cdot)$ is measurable and bounded in norm i.e., $0<\Gamma_{m} \leq\|\Gamma(q, \dot{q})\| \leq \Gamma_{M}<\infty$ for $\forall q, \dot{q}$, and satisfies the persistent excitation (PE) condition [25]. Selecting the last coordinate of the acceleration vector $\ddot{y}$ in (27) we obtain:

$$
\begin{equation*}
\ddot{q}_{\mathrm{a}}=f_{l}\left(q, \dot{q}, \tau_{3}\right)+\Gamma_{l}(q, \dot{q}) \theta \tag{28}
\end{equation*}
$$

where $f_{l}(\cdot, \cdot, \cdot)$ is a nonlinear scalar function obtained from the last row of $f(\cdot, \cdot, \cdot)$ and $\Gamma_{l}=\left[\Gamma_{l 1} \Gamma_{l 2}\right]$ is a regressor vector obtained from the last row of the regressor matrix $\Gamma(\cdot, \cdot)$. Here, the objective is to estimate $\theta$ using a nonlinear parameter identification algorithm provided that $\dot{q}_{\mathrm{a}}$ and $\Gamma_{l}$ are both measurable from the system signals. Then, let us briefly address the high-order sliding mode (HOSM) observer approach based on the finite-time algorithm and briefly describe its convergence properties. A complete explanation for the key features of the HOSM observer approach can be found in [20], [26].

According to (28), a finite-time parameter identification algorithm can be described by:

$$
\begin{align*}
\ddot{\hat{q}}_{\mathrm{a}} & =-k_{1} \phi(e)+\Gamma_{l}(q, \dot{q}) \hat{\theta}+f_{l}\left(q, \dot{q}, \tau_{3}\right),  \tag{29}\\
\dot{\hat{\theta}} & =-\alpha(e)\left[\begin{array}{cc}
k_{2} & 0 \\
0 & k_{3}
\end{array}\right] \Gamma_{l}^{\top}(q, \dot{q}) \tag{30}
\end{align*}
$$

where $k_{1}, k_{2}, k_{3}$ are positive gains, $e=\dot{\hat{q}}_{\mathrm{a}}-\dot{q}_{\mathrm{a}}$ is the parameter estimation error where $\dot{q}_{\mathrm{a}}$ is obtained from the sum of joint velocities $\dot{q}_{1}$ and $\dot{q}_{3}$ (both assumed to be measurable), $\dot{\hat{q}}_{\mathrm{a}}$ is the absolute angular velocity estimated by the supertwisting or the fixed-time observer algorithms [20], $\tilde{\theta}=\hat{\theta}-\theta$ is the parameter identification error and $\hat{\theta}$ is the vector of uncertain parameters to be identified by using the gradienttype adaptation law given by (30). Finally, $\phi(e)$ and $\alpha(e)$ are nonlinear functions of the parameter estimation error $e$ to be defined in what follows:

$$
\begin{gather*}
\phi(e)=\lceil e\rfloor^{1 / 2}+e  \tag{31}\\
\alpha(e)=\frac{1}{2}\lceil e\rfloor^{0}+\frac{3}{2}\lceil e\rfloor^{1 / 2}+e \tag{32}
\end{gather*}
$$

Now, we can state the following theorem about the convergence properties of the finite-time algorithm.
Theorem 1: Consider the dynamic system described by (28) and assume that the regressor vector $\Gamma_{l}(q, \dot{q})$ is measurable and satisfies the PE condition. Then, the finite-time parameter identification algorithm (29)-(30) with (31)-(32) ensures the uniformly finite-time stability property of the system errors, and the following properties hold: (i) $\lim _{t \rightarrow \infty} e(t)=0$; (ii) $\lim _{t \rightarrow \infty} \tilde{\theta}(t)=0$.
Proof: Let the system error dynamics be written as follows: $\dot{e}=-k_{1} \phi(e)+\Gamma_{l} \tilde{\theta}$ and $\dot{\tilde{\theta}}=-k_{2} \alpha(e) \Gamma_{l}^{\top}$, and define the state vector $\zeta=\left[\phi(e) \theta^{\top}\right]^{\top}$. Now, consider the following Lyapunov function candidate: $V(t, e, \tilde{\theta})=\zeta^{\top} P(t) \zeta$ where $P(t)$ is a symmetric, bounded and positive definite matrix satisfying $\dot{P}(t)=-\phi^{\prime}(e)\left[P(t) A(t)+A^{\top}(t) P(t)+Q(t)\right]$. The function $V(t, e, \tilde{\theta})$ is continuous and continuously differentiable everywhere in $\mathbb{R}^{3}$, except on the set $\Omega=\left\{(e, \tilde{\theta}) \in \mathbb{R}^{3} \mid e=0\right\}$, where it is not Lipschitz continuous and $V$ is not well defined for the partial derivative $\phi^{\prime}(e)$. Notice that when $e=0$ in isolated points it implies that $\alpha(e)=\phi^{\prime}(e) \phi(e)$ and $\dot{\zeta}=$ $\phi^{\prime}(e) A(t) \zeta$. Then, the time-derivative of $V$ takes the form: $\dot{V}(t, e, \tilde{\theta})=\zeta^{\top}\left[\dot{P}(t)+\phi^{\prime}(e) P(t) A(t)+\phi^{\prime}(e) A(t)^{\top} P(t)\right] \zeta$, at the points where $V$ is differentiable, which implies that $\dot{V}(t, e, \tilde{\theta})=-\phi^{\prime}(e) \zeta^{\top} Q(t) \zeta=-1 / 2\left(|e|^{-1 / 2}+2\right) \zeta^{\top} Q(t) \zeta$. Notice that $\left|e_{1}\right|^{\frac{1}{2}} \leq\|\zeta\|_{2}$, with $\|\zeta\|_{2}^{2}=\zeta^{\top} \zeta=|e|+2|e|^{\frac{3}{2}}+$ $e^{2}+\|\tilde{\theta}\|_{2}^{2}$ as the Euclidean norm of $\zeta$. Thus, $\dot{V}$ may be upper bounded as follows: $\dot{V}(t, e, \tilde{\theta}) \leq-c_{3}(1 / 2)\left(\|\zeta\|_{2}+2\|\zeta\|_{2}^{2}\right)$. This expression holds when the trajectories of system errors are outside of the set $\Omega$, and it indicates that $\dot{V}<0$ in the complement of the set $\Omega$. To remain on the set $\Omega$ for a given time interval $t \in\left[t, t+T_{0}\right]$, it is necessary that $e(t)=0$ and $\Gamma_{l} \tilde{\theta}(t)=0$ during that interval, which violates the persistent excitation (PE) condition. Then, it follows from Zubov's theorem [25] that the origin is asymptotically stable. For a more detailed proof, please consult [20], [26].

## VI. Simulation Results

In this section, we present the simulation results of an experimental case in which the springy-leg robot lands with a velocity of $-5 \mathrm{~m} \mathrm{~s}^{-1}$ along the $y$-axis. This is similar to falling from a height of 1.3 m from the foot to the ground. At the touch-down, one of the springs breaks when $q_{2}$ is
compressed in 70 mm dropping the spring array's force by $50 \%$ percent. Next, $q_{2}$ reaches the maximum compression at 164 mm due to the low stiffness in the spring's array, producing a small hop after all the elastic energy is released, and lifting the robot 0.45 m from the foot to the ground. When the robot lands for a second time the spring compresses 62 mm , and the balance controller is able to stabilize the system after a small bounce, and then executes a motion command consisting of a sequence of ramps and sinusoids. The estimator and the balance controller work collectively during the whole experiment, and the dynamic simulation of the springy-leg robot can be seen in the accompanying video clip.

In this simulation, we use the ode $23 t$ solver from MATLAB with relative tolerance set to $10^{-6}$ and other parameters chosen at their default values. Although the balance controller assumes that the foot never loses contact nor slips with the ground, in the simulation we have included the groundcontact model presented in Section II-B.


Fig. 4. Evolution of the controller's state variables from the moment of landing until the robot has settled. The left-side scale applies to $\ddot{L}, \dot{L}$ and $L$, and the right-side scale applies to $q_{\mathrm{a}}$. The shaded area marks the flight phase of the small hop.


Fig. 5. Evolution of the estimator's parameters from the moment of landing until the robot has settled. The left-side scale applies to $\hat{K}_{s}$ and $\hat{D}_{s}$, and the right-side scale applies to $e$.

The balance controller and the online estimator are switched on since the beginning of the simulation. The behavior over time of the controller's state variables and estimation variables are depicted respectively in Fig. 4 and Fig. 5. The poles of the controller are $\lambda_{1}=-20, \lambda_{2}=-20$, $\lambda_{3}=-20$, and $\lambda_{4}=-1 / T_{\mathrm{c}}$, all expressed $\mathrm{rad} \mathrm{s}^{-1}$. The gains of the estimator are: $k_{1}=10.83$, chosen so that it ensures the persistent excitation condition, $k_{2}=9.9 \times 10^{3}$ and $k_{3}=18.26$, are selected according to the magnitude of $\theta$ and the desired convergence rate of $\theta$. From Fig. 4, it can be seen that $q_{\mathrm{a}}$ is initially pushed to about 0.08 rad by the momentum of the landing before swinging slightly negative. Next, it rises to nearly 0.32 rad during the small hop (shaded area) and then pushed back to approximately -0.21 rad at the second landing. Finally, after a small bounce $q_{\mathrm{a}}$ is driven close to zero. Referring to Fig.5, the estimated parameters $\tilde{\theta}$ and $e$ are initialized to zero at the beginning of the simulation when $K_{s}=2000 \mathrm{Nm}^{-1}$ and $D_{s}=16 \mathrm{Ns} \mathrm{m}^{-1}$ at the spring's array. The failure occurs at $t=0.0114 \mathrm{~s}$ when the $q_{2}$ compresses to 70 mm . After the rupture, the force produced by the spring's array drops $50 \%$ to $K_{s}=1000 \mathrm{Nm}^{-1}$ and $D_{s}=8 \mathrm{Nsm}^{-1}$, the estimated $\hat{K}_{s}$ decreases to $550 \mathrm{Nm}^{-1}$ and creates a small overshoot just before the small hop (shaded area). On the other hand, $\hat{D}_{s}$ oscillates to $1.274,14.93$ and $10.9 \mathrm{Ns} \mathrm{m}^{-1}$ before the small hop. This oscillatory behavior may arise due to the lack of persistent excitation of $\dot{q}_{\mathrm{a}}$ between the rupture point and the small hop (before the shaded area). $q_{2}$ only shrinks and expands once during this period. Notice that $\hat{\theta}$ tends to drift away when the persistent excitation ( $\dot{q}_{\mathrm{a}} \approx 0$ ) is absent or very small, and the system continues moving due to the elastic energy on the spring (spike drift between 1.15 s and 1.25 s in Fig. 5). Then, the robot's foot loses contact with the ground (small hop) between $t=0.1456 \mathrm{~s}$ and $t=0.7510 \mathrm{~s}$, and reaches the maximum height of 0.45 m from the foot to the ground. This flight period is shown shaded in both Fig. 4 and Fig. 5. The balance controller does not know that the foot has left the ground, and continues using the model described in Section III, which assumes that the robot's foot is always on the ground. On the other hand, the observer knows the position and velocity of the whole system to the world frame. This flight period does not significantly affect the controller's and estimator's stability, and the robot has come to rest within about 1 s after the second landing. Notice that the balance controller is assumed to know the orientation of the robot at all times, e.g., using an onboard IMU, so it always knows the correct values of $q_{1}$ and $\dot{q}_{1}$.

At the time of 2.011 s the desired signal $q_{c}$ switches from zero to the sequence of ramps and sinusoids mentioned before. This portion of the action sequence is plotted in Fig. 6. The desired sequence consists of three ramps between 0 and 0.8 rad , all at a speed of $3 \mathrm{rad} \mathrm{s}^{-1}$, followed by a long ramp from 0.8 rad to -0.6 rad , followed by three more ramps at speeds of $-2.5 \mathrm{rads}^{-1}, 2.5 \mathrm{rads}^{-1}$ and $-1 \mathrm{rads}^{-1}$, followed by three cycles of a sine wave at 1 Hz . Notice that, such a desired sequence asks the robot to make large and fast motions. Two zeros are introduced to the desired signal at
$-20 \mathrm{rad} \mathrm{s}^{-1}$, as mentioned in (21). For this springy-leg robot, $T_{\mathrm{c}}$ varies between 0.1562 s at $q_{\mathrm{a}}=-0.6 \mathrm{rad}$ and 0.2507 s at $q_{\mathrm{a}}=0.8 \mathrm{rad}$ in this action sequence. The behavior of the signals is shown in Fig. 6.

The rigid-leg response is obtained from a separate simulation in which the initial conditions are set as close as possible to the actual state of the springy-leg robot at time 2.011 s . At the landing phase, the spring reached a compression peak of about 16.7 cm which is $33.4 \%$ of the leg length. During the tracking task, the spring compression varied in a range of 5.5 cm , which is $11 \%$ of the leg length.

In Fig. 6, it can be seen that there are some significant tracking errors, particularly at the beginning and end of the ramps. Three main factors contribute to such errors: (i) the balance controller assumes that the plant in Fig. 3 is linear when in reality it is not; (ii) for simplicity, the acausal filter uses values of $T_{\mathrm{c}}$ calculated for a balanced configuration at each instant instead of a leaning configuration; (iii) at each of the balance configurations used to calculate $T_{\mathrm{c}}$, it assumes that $q_{2}$ is constant for the whole tracking when in fact it oscillates around $10 \%$ and reaches a peak of $20 \%$, causing tracking inaccuracies as shown in Figures 6 and 7. Then, in this experimental case, we can conclude that the balance controller combined with an HOSM observer has accomplished three tasks simultaneously using only a single actuator: balance the robot, follow the commanded signal, and suppress vibrations, even in the presence of uncertainties in the stiffness and damping coefficients of the viscoelastic element.

## VII. Concluding Remarks

This work has studied to what degree a springy leg may affect the performance of the balance controller [6], combined to an HOSM observer [26], when a failure occurs in the spring-loaded device which loses $50 \%$ of its stiffness due to a spring fracture. This strategy aims to keep the robot in balance in the presence of large and fast motions, as well as parametric uncertainties. One of the purposes of this work was also to investigate the effectiveness of a monopod robot that uses a compliant leg to help it to perform more complex motions (e.g., higher hops, somersaults) without losing the balance capability achieved in previous works with rigid-leg robots. It was shown that the balance controller can cope with large, fast motions that occur during landing, including small bounces (Figures 4 and 5). Moreover, it can track large, fast motion commands even with a low-noise spring force estimation after landing, with almost the same accuracy that could be achieved if the leg was rigid (Fig. 6). This study also showed the possibility of performing an absolute motion tracking, not only controlling the angle of the actuated joint $q_{3}$ but also the angle of the passive joint $q_{1}$ by introducing a state mapping for the balance controller given as (11). Finally, it was also shown that the balance controller can suppress vibrations caused by the spring-loaded device. In future works, we intend to design a robust balance controller based on [6], and investigate the effects of a series elastic element in the actuated joint.


Fig. 6. Absolute motion tracking performance of the balance controller. $q_{\mathrm{c}}$ is the original desired signal (Eq. (21)), $q_{t}$ denotes the theoretical response of the balance controller if the plant was really linear, $q_{\mathrm{a}}\left(\right.$ springy ) is the actual response of the absolute joint on the springy-leg robot, and $q_{\mathrm{a}}$ (rigid) denotes the actual response on the rigid-leg robot.


Fig. 7. Motion of the spring during landing and tracking of the desired signal in Fig. 6.
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